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FOREWORD

I am happy to present this book "Dala Science Technigues for
Beginner Network Administrators, Editionl” to gwe network
‘administratons & deeper and wider insight and to help linproving their skills.
We put particular emphasiz on the intention of this book at this momentis
to explain and apply increasing relevant data sclence technologies to an
arez 2l the rage In todav's digital era driven primaarily by rapid advancez in
artificial intelligence, network administration. In this book, we chodss
Google Colsb as service provides them with data processing capability.

The role of = network administrator has been greatly changed.
Formerly they confined themsehves to handling of hardivare and software
for backhone routers. core switches, accsss points. bandwidih, plus zerver
and hosting management. With today's biz data era and the rapid progress
of artificial intelligance the nstwork administrator is required not anly to
carry out data analysis {whether it be offline or conversadonal) so as betier
N&TWOIK perfomance and sscurity can be achieved, but thev aiso needs o
do many oiher @asks velafed o dais management. By using daia science
techniques, network administrators can monitor their networks mere
sffectively, faster, and more securely which will result in & more efficient [T

We hope that through thiz boek will the network administrator can
acquire the basic knowledge and practical skills necessary to imegrate data
science directly into his daily work. The hook covers different essential
topics from data collection and preprocessing 10 applying varous kinds of
machine leaming-aigonithms on network data analysis such as supervised.
unsupervised and simple deep leammng:

Each chapter is desisned to give an all zround and systematic
-analysis. Readers will be led through the core concepts of data science and
how-these can be applied in network adminisration: At the zame time, the
book also containe examples of network-modeis and practical exercises
that 2im to help readers practice what they have learnt when they are out
there in the rea world

We hope tiiat the reader will find not only 2 convenient reference
work to which he often refers but aleo It may be an inspiration for further
study. IT Marketels, networking people, systems adminisirators and other
professional groups In the feld of information technoiogy will probably
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discover before long what hag dawned like 2 glorious sunrise just recently,
&5 time passes by more and more-of them will nesd to study this book by
making full use of its data to enhanee their skills in future face problems.

Better Wake pedple front deep sleep than call up thess adegp.
Happv leaming!

Sibu. Sarawak, 20 July 2024

Azriel Chrictian Nurcahyo
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WELCOME SPEECH

Data Science Technigues for Beginner Network Administrators:
Edition 1 Ir offers network edministrators and server managers something
far beyond as they have generally been trained to manage operationis which
tend towards manzaping pleces of Hardware with software. Graduates of
Computer Enginesring should kow mere than just hiow to createa svetem,
meresver they have 10 use some technique or method in delivering the
data and visualize it for daasimmganﬂ ;:rreslichng with an accurate results,

Today in the fasi changing age innovation is something which will
lead organisations 1o thelr existence and growin. New ways of thinking
stand cut among network admins and server hosts, who continue to Gresle
‘away from zntimizted from the ground up' mentalifies that concentrate
anaiyenhardware ar system models. [n other words, data sclence s awmi
“and ever green skiil ini the job market today. By becmninnpmﬁrj}_nlln
science, they can créate cutiing-edge nstwork anaivsis or optimalization o
serurity applications that are sure to provide 2 substantial amount of added
value for iheiy organization

Cur poimt here is that Data Scisnce does not just belong to the
srouns of datz sclantists or statizticians. Similarly network engineers and
=eTver managers ¢an there also greal scope o leam & Implement datz
sCience technigues. This skill set will not-only allow them:to be mote
‘mowledgeable but also qualify for 2 wider spectrum of job prospects.

This hock prepares network adnuniswators for this journey, We will
be collecting all practical and needed materials related to networking from
-another the feid n this notebook includes topics such as data gathenng or
preprogessing up untdl appying maching leaming or d.é:-p learning
-aigorithms. Add to that real world examples and some exercises on the
bopk, this will instruct you with what's knowieden e on every chapter. For
the impiementation of dzta management we use Coogle Celab too that is
pretty straightforward to learn and can be dons from &-computer with an
internet connecton pius having only some Google coizb account.
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We wish this book can motivate students, netwark hobbyists or
server and network experts to lsam mors. Use data science to get better
‘ang achisve the best. '

It i= better fo awaken the mian who sleepe than him that feigns sleen!
Keap roading and ke@p‘-’mmfng_

Seladan 20 July 2024

Head of the Department of
Computer Frigimeering
Keling Kumang Instinite of Technology, West Kalimantan
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Chapter 1

SUPERVISED LEARNING

A. Classification

In machine leaming, sipervised leaming Iz one of the most basic methods
which uzes iabeled dats and train: an algarithm to gensrate optimal rezults
from that sample. Az s result. this technlque hizs extensive use in t=aching
the model of Input citpit mappings and make |t predict for new unssen
data.

-~

¥

Figur= 1. KNN Model (source from wwwmathworks com)

In supervized leaming, we feed both the features-and labels to train our
model. During this process, your taining data is comprised of the inpats
‘and outputs that you fesd inte 5 predictive modsl We then utilize the
model in order to make predictions on new unlabeled data points.
Classification, and Regression are the two main types of tasks In supervized
learning In dassification the datz & dividing Into categorical values that
are based on predefined criteris (eg. spam or not spam). We predict
continieus numerical values based on an mput daia like predicting prices
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of & hosting service (Rp./monthiy) based on feamures such as size, stanp
location-and conditions ste. Supervised leaming has some features making
it significantly different from other types of machine lezming, such as
urisapervised or reinforcement leamning. Supsarvised leaming uges labeled
data with directed |instead of direet) lemming o achieve predictive geals,
requiring careful performance evaluabon. Supetvised leaming must be
trained by using lzbelled datasets.

These labeled data represent the-xnown inpa —auqm.pﬁﬂ that can help the
model to understand or laam how inputs are mapping into outputs. In the
text classification implementation, for example classifying mails into spam
or not-spam categery then each of the smails n vour training data has &
1abel relling you if ite-a spam. Labeled dats is imporsnt, becavse it helps
the model to leamn & vast and more stnichired way.

Another characteristic of supervised leaming = directed leaming. The
modet i trained to map inputs to outputs on a small set of labelad data. Its
oliective is to reduce the error between its predictions and acna! outpats
for each training data. Training happens by using optimizatdon methods to
optimize the model's parameters via' minimization of a less functon
(predictive error, messurable from comparing predictions vs. actual labels).
Owear time. the modsl learmns to do this better and hetter.

However. supervised leaming iz not only easier to interpret and makes very

clear predictive goals (test vour mode! with untouched data), italso hasan
enterprise feel after training the mocel knows how to produce labels for
new inputs & priori. As an exampie, under the domain of nebwork
administration supervised learning can be applied to categorize different
instances or servers. Iraining dats may consist Setver perfonmance
metrics; device age. maimenance history. A model trained with this dats
can predict the need for meimenance or replacement of s specific server
given itz ohserved feamres.

The second important pomnt is the evaivation of performances in supervisad
leaming. Performance metrics like acouracy, precision, recall and Fl-score
are used to evajuate the rained model, Thisis usually done by considering
of part of the datazet for raining and remainder to testing. The rainings sst
it uzed to fir the model while the testing set evaluates its performance.
Cross-velidation is alse one of the maost common methods to maore
effectively evaluaze the modsl For example, in cross-validaton vour
datagst ls divided into wvarious sets and youwr model lo trained on
combination of these to ensure itz abillty to geperslize among new data
Act ac a classifier In terms of network admiin use cases identifying types of

2 — DaisScience Techrigues for Begmner MetworkAdminisorators



davices of predicting device fallures. For instance; the administrators can
prepare a2 model on whether servers are new, nesd mainienance or even
outdated. This training st would have & number of performance metrics:
CPU load, memary 'usa.g_e and response tmes at key tiers alongside
comexmual information such as device'age, maintenance history eic.

Superviced leaming algorithms {for example K-Nesrest Nelghbors or
Dacision Tree, Random Forest) can be used to develop models that the
-ability predict which servers are vuineranle anc-shouid be replaced dus to
looming failurs.

Supervized leaming refers o the use of daia collected under efficesy
cironmetances for producing more rapld and high2ccuracy decision
making by network adminictrators. However, supervised [eaming is 3 great
tonl for increasing efficlency and effectiveness in the area of network
adminizration (as well 25 numerous other flelds) when uged properiy. Such
models trained on expressive data and rigorously tested can lead tw
meaningful intellisence and efficient decision making in a wide ranze of
industries, particularly those that already hamess the power of all things
gata.

In supervised leaming algorithms are trained on historical data and thay
can meke accurate predictiens based upon past observations, this makes it
one of the most powerful technigue in todays era. It can be used innetwork
administration for varlous practical tasks. It {s possible to classily seivers
using supervised learning, predict when devices are going to fail and which
that we have never seen wiil behave iike the rest (aRomay detector), detect
types of network traffic known as malicious starting with jabeled datazets.
Supervizsed leaming when applied 1o network management in device
classification and predictng failure can aliow administrators for example
wrain models which classify servers according how healthy they are. The
training data will be a set of histordedl values including performance
metrics, device age and malnfenance history.

However, supervised leaming is considered as one of the fundamentally
impertant approsches in machine leaming. Insupervised learing appreach,
leaming algonthms leam from labeled data (inpor / owput) to try and
-approximate 2 mapping funcrion. Thus the modsl learns and generzlizes
irrputt 1o ourtpint mapping after which i can be used for maxing predictions
on new (wasesn) dzta. This lesming uses iabeled dats to train slgorithms:
In this book scenario, the training datacet i= composed of Input-otdput pairs
standards to bulld & predictive model The model can be used to predict
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the output of new, unlabeled data. Main two types of tesks for supearvisad
leaming are Classification and Regression.

In general. vou are given some data and vour task BB o classify that into
categories. A very commen ene of fiese {5 are o favorite emails, spamor
not-gpam. Contrast that with regression which i uged for predicting
confinueus mmerical values given input data (for example pricss of server
hosting listings baged on DNS / sequrity / storage).

Characteristics of supsrvized learning which distinet it among other types
of machine Jeaming Hite unsupervised or reinforcement. The features are
leamnt from 2 labeied data, fhis is also known z= directsd leaming and
seiving for predictive goals using careful evaiuation of performance.

Supervised leaming is 2 type of Machine Leaming. in which you teach the
model to aproximate your fabels. It is a set of labeled data, which means
that we already kmow the Input cutput pairs from this datase: and therefore
our model can leam faster about trends in these Inputs and cutputs. In the
examﬁedﬁassﬁymgetmﬂ;asspmrnﬂ*ap ,each amail used to train
& hinary ciassifier hes an attached label, Labeledda!a:_ trportant because
it zligws the mode! toleam with constraints and direction,

Directed leaming s ancther essential rait of supervized leaming, It's the

process of trainirg 2 model to predict oatpaits based on inputs using labeled
data. Thic aims at reducing the emor between wiat our model s predictizn
'ﬂﬂdﬁﬁhﬂlﬂ[ﬂp‘:ﬂ}ﬂff‘ﬁﬂﬂﬂgﬁﬂm Thie isdone by optimization algorithme,
witich modify the parameters of model to minimize a Ioss funcion that
calculates how different are predictions from actual labels. Thiz allows the
model to leamn and make mare aceurate predictions with each sncounter.

In zddition. sopervised learning has well dafined prediction objectives.
Afrer the mode] has been trained, it can make predictions on new, unsesn
inmut datz to provide labeled outputs. In other words, supervizad leaming
(Clazsifying the types of servers in network administration). This couid be
server performance data, the age of devices and maintenance history. This
data can be used to train & model that will then neke predictions such as
wihether it is necessary to perform naintsnance on or potentially replace
any given server based on ahserved featires

In addition to the dbove steps, performance evalustion iz ye! another
imporant step in supervised leaming, Then the trained model being tested
with performance metrics like accuracy, precizion recall and Fi-score. In
general we do this by breaking the dats up into training and testing gets,
(You czn think of the training set 25 being something you are training &
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mods! on amd the test =ef wiich |5 [0 3ee how well e ramed {hing
performs), Cross validaton methods are also commeniy appiied to obtain
-a more reliabie estimate of the performance of the final modsl

Supervised leaming is usefill in the conlext of network administration, such
as classifying devices on a network or predicting device faflures. In an
example, administrators may train a mode! that will classify servess as new,
maintenance necessary o end of life. This training datz could inchude a
vanety of performance metrics siuca as CFU usage, memory utilization and
response Hmes ndash. In addition to other information like age /
maintenance history the device. By buillding models that can tell a system
i failing or needs to be replaced. we will know which are the target servers
by utilizing zupervised learning algorithms (e.g. based on K-Nearest
Neighbors(KINN), Decision Tres{Random Forest).

The supervised leaming procedure congisis of the following key stepe. In
this context e necessary dataset must include INfoimation abour the
conrditions and performance of servers relevant to maintenance dedisions.
This will be across metrics for example CPL memory and response dmes
-as weil as device age on the maintenance history. The notebook iz primarily
responsible for generating the data and creating Iabelsindicating if = server
nesds manienance or Not at ezch example I our dataset. The guality of
the datz coliected matters 2 lot over how good can be model zn
improvement

The second step is data preprocessing which follows data collection stage.
Typically, raw data comes with missing values, anomalies or features
contaminated by Darely organized noizes, 50 we need to cleanup daiz and
prepare that for training. It straight forward toprocess, such as howmissing
vaiues-are managed (by filling or dropping incomplete rowe).

Also, we need 10 normalize the features because this regularizes all datain
& 'way that prevents them from distortion due to big scaled differences. If
there i & categorical columns present like server type or data cenier
locaton for exampie, we nesd o do some encoding of the such featuresas
weil Apart from the predominating factors that ultimately secure viciories;
clean and smuctured data iz vital for fornilating 2 mode! which ztands at
par-with reality.

Next step some of the supervised leaming algorithms that can be used for
classification taske are K-Nearest Neighbers (KNMN), Decision Tree,
Random Forest, Suppert Vactor Machine {SVM) and MNaive Bayes. The
-aigorithm you should choose depends on the type of data and your analysis
-goals. For instance, when the datase! involvesa lot of interacting features
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and less redundant ores Random Forest might work better due to multi-
feature interactions it ic able foc mirtgate. These algorithms have their
advantages or disadvaniages nence ine selection of sulfabie algontm Is
regquired ineach case:

-After sejecting the mode:, next stage is about raining, Fx, using fraining
daia to teach the model how map inputs ke 2 armow with varicis.angles of
bend, representing them as vectors would be something that deseribes
your repo, The fraining in brief optinnzes the parameiers of a mode| to
minimize prediction errars. The mode] uses an optimization algonthm to
tweak the parameters of which predicior variable is used, along with the
coeffictent associated ~with' that ability. The normal procedure oiten
includes the separation of 2 da@set into training and restset, which is used
to train on one half othe data it its performances can then be measured using:
the other,

Finally, it iz imporant fo evaluate the mopdel o that we @ ceriain our
rrained model generalizes well on unseen new data. The mode! is evaluatad
in terms of accuracy, precision. vecall ‘and Fl-score. Accuracy is the
percentage of comect predictions made, Precision shows how many of
zetual Positive cases are predicied as Pesitives, Recall measure that out
fromn all Actual positives how much we gor right and F1-Score which takes
both precision and recall in caleulationy [t is used to evsluate the
performance of your mods] and base on that yoll can improve accuracy,
efficacy sccordingiy.

And then we have the iast step where after wained, evaluzated and nming
our modeis now s Ome fo use it {or predicting new unlabeled data
Network sdministrators canuse these predictions to help make decizions
on server maintenance. For & given piece of machinery such 25 server, an
example mode! might be =ble to predicr that besed on Bz currem
perfonnance etrlcs and maintenance history it will soon need attetstion
By automating these gueries data scientists can make predictions that help
the ofganization @ strategic planning znd decision-making thereby
improving operstions] effidency; reducing down time.

Following the process of supervised learming network athninistrasors will
ke szhis to bulld better systems for server maintenance manzsgement
improve resource usage =fficacy and idantify or rezolve problems before
they cause catastrophic impack: on = network [n supervised learning:
mode, network zaministrators can make more Infomied and thus faster
decisions since the data Is velld. If handled in a proper way, supservised
leaming can be extremely beneficial to better the efficiency as well s
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=ffectiveness of nefwork administration among other things. Relevan: and
weil evaluated models can offer new undersiandings or encoursge useful
decisions inmany fields of data rich industry with such careful analysic.

B. K-Nearest Neighbors (KNN)

K-Nezrest Neighbos [ ENN | & 2 type of supervised leaming algorithm
used for classification and regrescion tasks; Af the heart of KNN, classifying
-2 daia point In infrasion detecion mechanizm i= done on this-premise that
how it's neigbors are classified. A simple yet shong assumption of this
-algorithm is that points which-are cloze to-each other on the manifold will
lie in sirmilar regions after they get projected

Essentially, the KNN.algorithm saved its desisn inside of 2 few primary
methods. The dataset used should contain the input features and already
xmown labels. The data would consist of information that is pertinent to the
probiem being soived.

Diata served for most real- world nugpets iz taw znd could contain miszing
velues or cther anomalies. The preproces=ing incudes methods for
nandling missing vaiues (fill-in or removal), notmalizing our features o
zhare the same scale and encoding categorical data when needed. The K
stands for a number of nearest neighbour (to be voted to make anything
categorized) It i very important o select the right k value because a small
one can have noiss, oo large and it could be not generalized. The distancs
of the new data point from all datapeints in training set is calmulated: A
simpie distance metric often used s called the Euclidean distance and can
De computed using this formuta

!I“FJ! d E{'r'lll J!'""}I‘I

Where d{t,f)ali;} & the Euclidean distance between pols jznd j n is the
number of featores wim and xm are the valuss of the m-th feature for
points pand ;. In simplier terms, it need to find the difference between tha
cormresponding features of the two polnts, square these differences, s all
the squared differences and take the square roof of the smm o get the
Euclidean diztance.
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InPythen (eg. Google Colzb), this can be implemented as

def suclidean_distance{poinil, point2);

(nnpm‘t NPy a5 np
| return npqrinp.sum{(point i - pointd) ™ 3))

After calculsting the distances. you now have o locate k nearest polnis
(nelchbors) of your new data point. The last data point Iz ciassified on the
basis of majority class among its K-nsarest neigibors. I the majority of its
k nearezt nsighbors belong to one class, then this 'will be assigned as the
new dats polnt's predicied dass.
Since KNN classifies using that idea itis a supervised leamning algorithim.
Labeled data helps the algorithim to get familiar with how to map input
features Irito output I2bels during training. Since we know these labels,
KNN can ai5s be used for predicting the label of new unlzbeled data. KNN
wild be spplled 22 we do in network adminisiration 1o segregate severs
Into groups like ready, busy or down
L. Collect daia
Collect both server status and a performance metrics: It is:a type of
data points-such as CFU Utllization, Memory Uszge, Response time
(RT}, Device Age or Maintained History etc. Whether or not the server
is required for servicing should be tagged in sach data instanes
2. -Data Preprogessing
‘Handeling all the missing vahies and anomaiies from data. Feature
mmﬂaﬂmmalmhmwnasfemmem!mgmﬂymmm&mf&i&
any categorical data within the feafures.
3. licaneeleck
It iz the time of gelecting an abszolite value for K between classes. For
the most optimal result sither through expetimentation or oross-
valldaton

4.  Model Training

Train the KEKN Mode! with apalyzed data (another way to use the
particien} The mode! Jeams pattems in the labelad date and how they
relate between its feature Irpuis [0 oLIpUT jabels
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3. TEEIIiﬂg of the model
Final testing with 2 separate test dataset, o asses performance The
model's sffeciivenss can be measured with metrics like accuracy,
precision, recall and F1-score,

§, Being predicted

The trained model Is used to make predictions on new, unlabeled data
For example, the model can predict if 2 specific server & due for
mafntenance bazed on cirrent performance mefrics and past histary
of maintenance.

Let's say & company has & dataset with some performance metrlcs abouat
their getvers (CPU, memory etc) and lshels If Hat server needs
mlme.mmrmmﬁmmﬂaﬁﬁhmwbeﬂg
rmeasured the KNN model computes distance betwesn tfhis stress & sl
zervers from these practice datazet The model uses the k nearest
nelghbors: and determines if new server iz usedable or nsedz a
maimtenance. [t will help the network administratons to take batter decizion
for maintaining thelr servers and efficient resowrce utilization reducing
humsst downtime using KINN dgorithm

Given the following dataset model, wie 2im to classify-which servers require
maintenance based on various factors surh as CPU Usage, Memary Usage
Mnmmmmwd:arm%mk
conducted 25 follows

s — e

Ne CPU Memory —Ih.'spunsif Maintenance

| Do) | Uinga ). | Thus () | Nesden
I 70 250 Yes
2 .3n 40 100 No
3 =5 &0 i50 No
| 4 20 83 300 Yes
| 5 z5 a5 50 Ne
g B0 75 200 Yes
7 45 50 120 No
3 20 5 240 Yes
2 33 3 1l o

30 [ 7 20 260 Yes I
11 S0 55 170 Mo
12 40 50 140 Ne
| 12 70 &5 220 Yes
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No CPU Memory Response | DNaintenance
Usage (%) | Usage (%) | Time (ms) Needed
14 g5 a0 310 Yoz
15 25 30 80 Ne
18 &0 70 210 Yoz
17 S0 55 156G No
18 85 65 170 No
18 5 80 270 Yes
20 g5 a0 210 Yoz
21 85 1] 180 No
23 35 45 130 No
|23 55 535 150 Na
24 a0 85 300 Yes
25 50 B0 180 Na
25 E5. 75 210 Yoz
7 45 50 120 No
28 80 63 230 Yes
29 40 55 140 Ne
30 70 65 230 Yeas
3l 85 a0 310 Yes
32 25 35 90 No
33 55 85 150 Ne
g4 70 T 270 Yez
35 65 60 180 No
28 50 55 160 No
37 a0 40 100 No
38 (518 70 200 Yez
3G TO &80 220 Yas
40 2s a0 310 Yoz
41 55 B3 170 No
42 | 60 75 200 Yeg
45 ™ &0 Z30 Yez
44 B 8= 240 ez
45 45 55 120 No
46 50 50 150 No:
47 55 65 160 Ne
48 &5 70 130 Ne
44 75 B0 260 Yes
50 as a0 3210 Yez
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Thipdatage! is (o ciassily whether servers need maintenance besed on CFU
Usage, Memory Uizage and Response Time. The data is collected for each
geryer, containing the perceniage of CPU usage, memoy usase in
percentage, response fime in miliseconds and whether it needs
maimnenance. First of sl dats-collection hasg to be done. The datz-1o be
recorded is the percemtage of CPU usage for each server, the percanage
of rmemory us2ge, response ome, and whether maintenance is needed.

After acquiring data, preprocessing of the acquirad datz needs o be done.
This step would inchude cleaning the date and then normalization of the
feamares. After that, the categorical dara, if anv, has-to be encoded. In this
sxample:; there is no categorical data to be encoded:

In the third step, the optimum value of k is chosen. This is where
experimeniation and eross-validation {ake place, begin wiin, say, k = 2
Later, the training dataset is used to train the KNN mede! using the
determined value for k. Training invoives pagsing the trainipg data thropgh
the mode! to leam from it the patterns between the features and the
maintenance requirement The mode i5 then tested -against:a iesting
datazet to estimate the performance. Evaluation will be done using
-aecuracy. precision. recell and the Fil-score. These metrics help in
understanding how well the modsf can predic: the mainenance nesds of
the servers.

The last stage iz ysing the irained mods! (o make predicions on new,
unlabeled data. The step involves applying the mode! on new data from the
server and predicts whether each of the servers will need mainienance
based on factors such as CFL usage, memory usage, and response time.
This predictive ability is-crucial in proactive server maintenance that might
prevent server downtime and further enhance its performance.
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from skleam.model selection Import train test_ split

from skleam.preprocessing import StandardScaler

from skleam.neighbors import KiNeighborsClassifier

from skleam.mefrics import accuracy score, classification report,
cotifzsion maiTx

'CPLI Usage (%) [85. 30, 55, 90, 25, 60, 45, 80, 35, 75. 50, 40, 70, 85, 25,
60, 50, 55, 75, 85,

65, 35, 55, 90, 50, 65, 45, 80, 40, 70, 85, 25, 55, 70, 65, 50, 30, 60, 70, 85,
55, 60, 70, 80, 45, 50 55, 65, 75, 85],

“Memary Usage (%)= [70. 40, 60, 85, 35, 75, 50, 65, 45, 80, 55, 50, 65, 90,
30, 70, 55, 65, 80, 90,

60, 45, 55, 85, 60, 75, 50, 65, 55, 65, 90, 35, 65, 75, 60, 55, 40, 70, 80, 90,
65, 75, 80, 85, 55, 50, 65, 70, 80, 00],

'‘Response Time (ms): [250, 100, 150, 300, 90, 200, 120, 240, 110, 260,
170, 140, 220, 310, 80, 210, 160, 170, 270, 310.

180, 130, 150, 200, 160, 210, 120, 230, 14D, 220, 310, 90, 150, 220, 180,
160, 100, 200, 220, 310,

170, 200, 230, 240, 120, 150, 160, 180, 260, 310],

*Maintenance Needed': ["Yes', ‘No, 'No', 'Yez', "No’, Yes', 'No', Yez', 'No',
Tes', Ne'. No', Yes', YVes', No', YVes', Mo, 'No', Ves', Yes', _

o', Ne', 'No', Yes', N, Yes', No', Yes', N, Yes', Yes', "No', No’,
Yes', o', THo", "No’, Yes', Yer', Yeo,

No', Yeg', "Yes', 'Yes', 'No’, No', No', "Ne', Yes', Yes|
] .
df = pd. DiataFrams{data)

# Replace Labels "Yes' and No' with 1 and 0 for Model Processing
dif'Maintensnce Needed'] = dif'Maintenance Needed'| map{[Yes" 1, ‘No*

- T} = B ety iy e - ikl ek bl o y o e R - ey & - i
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# Make Predictions and Classification

v_pred = knn.predict{ X test)

# Evaluaie the Model

acciwacy = accuracy_score(y fest, y pred)

report = classification report(y_test, y_pred)
prioi{™\nAluras: {acmracy* 100:.2}%")

def plot decision bovmndaries{X vy, model, title="Decision Boundaries"):
h= .02 # step size in the mesh

x min X max = X[: 0lmin{) - 1, XI: 0}max() + 1

vy min ¥ max = XI: 1}min() - 1, X[:, 1] max{) + 1

xx, yy = np.meshgrid{np.arangs{x min x max_h),

np.arangely_min, y_max, hj)

Z = model predici{mp.c_[xxravell), yy.ravel(]])

Z = Zreshape{xx.shape)

plt.figure()

plt.confourf{xx_ yy, Z, alpha=0.8)

ph.ﬂﬂ&ttﬂ[}q 0], XIz, 1], c=y, edgecolors—"k', marker—"'g")

WNOrk Admimsirators— 13




pit.show()
# Use 2 features for piot
X train plot =X tr=in{: 2]
X test plot = X test|: 2]
knn_plot = KNeighbors(Classifier{n neighbors=k]
ko plotfit{X train plot, y frain)
plot_deasion boundaries(X train plot. y_frain knn plot, title="Training
wet Decision Boundanes™)
plot_decisien boundaries(X fest plot y_test knn plot, tidle="Tesl Set
Decision Boundaries"

sSumort

= TLwLY
MRCrD avE

welfilited avg

Figive 2. Frecifion Recall F1 Score, Susport

Confuckan Makrix

At

fet

Freshobeg

Fesure 3. Confusion Matrix
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Traning 52t Decisioh Boutdsries

—1 o = 2
Figure 4 Trammng Set Deaiston Boundaries

Tzt et Decizion Beundariss

-1 —ip <88 pA ps  ip s ro

Figare § Test S& Décigon Boundarias.

At first the required braries for manipulation of data. bullding Machine
Ledrming Modsls and Evaluation are Imported. Nesxt, gensrsting an
exarrple datatet with the gverall CPU usace memory ufilization 7%
Respongs Time and Mzintenance Nesded for about 50 zervers. This
dataist is printed In order to zee the data which hasbeen a collect datasat.
Then the labels aré transformed into a binary sate | for Yes and state 0 for
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No o make it r=ady to be proceszed by machine moda! After that. we spiit
the dataset iInto reatures {CFU and memeory usages) which are classilied as
iabelgfinput/ curput Normalization of features, which is necessary for KRN
a8 different units has implemented a value. Creating 2 KINN mode! with
k=3. Fitted on the wraining datazet and validated by ghving predictions 1o
test data Next the aecuracy of wour model-and classification reponiz-are
being printed After this confusion manix is used to validation the mode
perfonmance. There it then an optional step to look at the decisien
boundaties of the KNN model on traming dats and test datasets. The KNIN
model zppied claszified the servers with 100.00%: acouracy. The
ciazsification report showe perfect precision, recall and F1-score for both
classes, '['hﬂvahlempr&ﬁﬂaumrbﬂ!hcmﬁ&h 1.00, mearing the modal's
predictions were 100% zccuréte. The value of recall is 1.00 for both classes
bacaiize the model identified 2 scmal insfances of both clazses. The F1-
score, wilch is the hanmonic mean of precision and recall, iz aiso 1.00 for
both clazzes, The test =2t includes 4 instanres of servers not nesding
naintenance and & .nﬁancesdeen'er-rmedhibminrﬂmm In the caze
of the presented model thers are no misclassifications, meaning the
‘accuracy iz 100°% for both classes. This sugpesis that the classifier is
perfectly effective at determining which sarvers need mainfenance and
which ones do not according to.the information provided on the raies at
wihich there are top few processes to be classified &= fervers needing

C. Decision Tree

‘Decision tree is used for classification by oreating & decizion Node which
panitions the dataset into smalier sub dataset These decision nodes and
leaf nodes together form & Decizion ree. Where each decisions node 5 2
feature from the dataset. znd esch branch repregents one decizion nile. The
final gutput or 2 category is represented by the leaf nodes. Indecizion wees,
for each step of data partitioning some way to determine ideal split peints
ig used ysually Ginl index or entropy.
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A B AR
| m‘ 2 I

ha T s 0
ke e (W1 1 |1||

rl;:_['dr-ﬁﬁ Drecimon Tree (Source: hirps./ e’;&fﬂaﬂnﬂiﬂ:a_
ECIENCE I preindendlatest ezfdecim

Figure 6, an accompanying image of @ Decision Tree for data ciassification
The Decision Tree Is roated in a root node at the top which branches info
decision nodes that eventually evaluates to leef nodes on the bottom. The
reot node is the one at top first verbose cutput. this node separates the data
according to featiwe (X_2) If the value of {(X_2) §s less than or equal to 2,43
then we follow left branch and ¥ 1t Is greater that 2,435 then right one.

The nezt node on the left shows that ail other samples have = Gind of &,
mmeaning they are in nneamgle cizss. This node aayznmiau:ﬂf:mﬁmpms
all are in the first ciass and no mem&ﬁmﬂmamaﬁﬁ.'ﬂ]enﬁnnghlme
data is divided depending upon th value of attribute(X_3). If (X_3 = 1.75)
we go right. else left by splitting the datz further on (X_2! in this node, we
obizin 2 left branch which splits again based on the value of {X.3}, then
right gide that slso gets split onee more by X 2.

Next the nodes further split data on basis of other atiributes values, eg
(X_3), 2lzo followed by ( X_0) etc. Ginl for each node, we calculate the Gind
impurity of data at that level The less the Ginl value it dstermines the dats
{s better in sorting. For instance a node with Gini 0 means 21l the samples
in that node belong to the same class. The lowes: leaf nodes are the end of
all decision sucecedding, they do not split data Fach of these podes
repregents the final resuits for classification. This is something that a leaf
node deoes, basically it gives us the count of samples from each class. A
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node containing the value [0, 47, 1] for example means it gathered at thar
point in time where there ave a total of 48 samples on this node and belong
to susrantesing class I, class 5

To sum up, the Decision Tree makes it easy and simple fo understand data
ciassification based on geveral attribute values, They egsentially give us
insight into the logic of the model and what led to each final outcome by
giving infermation en all decisions at every step In claesification.

One of the main benefits i that decision tress have an incredible gase of
interpretation and explanation. Since each decision In the tree can be
raced back logically from oot ta leaf, It makes them very suitzble for cases
wihere model interprezability and mansparency become Inportant Apart
from that Decision Trees require |ess data cleaning compared to some
other models. | ike thev do not require feature normalization er categorical
varable enceding, 5o you can eagily put them on raw daiagets.

They also have the zbility to deal rmitnecusly with both numerica) and
categorical data, making them highiy flexible. They handle missing values
pretty well too. While thiz Iz not the best practice, Decision Trees have in
‘buiirmethods to handle missing dats. One more sirength of Decision Trees
iz the ability to automatically select many features that have 2 relatvely
powerful relationsinp with & tayget varable These can be jgnoved when
lookding for relevant and important features via the Feanme Selection phase.

Ar the cost of several drawbacks thoush, One of the principa! drawbacks
to be considered here iz that Decision Trees have 2 high probability to
overfit the training dats, This is because the tree can be overfitted to the
naige in your training data. and become very complex with 100 many nodes
-and branches, lis sensitivity 1o little changes in the data iz what also makes
Decicion Trees highly sensitive. Tiny difference in data can result into
completaly different nature of ree and ultimately the stability with respect
to prediction iz not achisved.

Decigion Tress can deal with vary large datssets. however they are not
efficient when the dataset becomes huge (&g, one million instances). And
ndreds of thousands In just over & few seconds. In addition if data s
imhalance (e, one clzss zppear much more frequently than others),
Decision Trese tend to be hiased. This can lead to bizs in the medel, and
inaccurate predicticns.

Decision Tress are advantagesus in the werld of server maintenance and
gther computer network classification. They spedifically do well. on several
features refated to server performance, ke TPU consumption memory
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usage-and response time. Tne mode] identifies which featureg have ihe
biggest influence on whether or not 2 sarver requires maintenance.
Imespresabiiity is pamount in Ssver Mansgement & Svstem Admin
Parigion Trees offer also this good mansparency to make the kind of an
explanation for system-administratore. T managers why single feature has
50 high weight in final decision They can alse handle missing data fairly
well, a ginjation that is commeon when cellecting computer network data
-amd offering more flexibility in cases where aif the availabls inputs may not
-always be present

Az g resnlt samie care-shoold be tsken in ulilizing Dedsion Trees to dazzify
computer networks. Thic data are very high dimenzional and overfit easily
in the case of Dacisien trees, Overfitting leads to 2 model that predicts the
training datz very well and doeg not geperalize with unseen examples.
Mereover, Decision Trees can be very slow to train and predict on huge
network datasets, In such sceparios complex decision tres based mode!
like Random Forests could bemore effective.

Decision Treeg may slso requirs training the data, but small changes in the
incoming nput such a5 new entries with different paremeters can fead to
large differences between them and might even produce one completely
putghining &l other models. In seneral Decision Trees help 1o classify
things like zerver maintenance in computer networks but ave extremely
sirong fools. Altnougn there are some shorticomines such az overfitiing and
instability, we find the model mterpratability of decision trees useful facters
for handling missing vaiues and feature selection make them sppropriate
to solve this problem. Advanced methods, such as the Random Forest
-algerithm or more sophisticated pruning techniques could be needed in
order to improve a model's performance and stability when dealing with
verylarze datasets of overliting phenomena.

The Gini index is a measure of impurity or diversity for splitting nodes in
Diecision tree. It reporis the expected misclassification rate of randomly
chogen element thar i, on average if an item in & node wers labeled at
randem according fo its lapel distribution:

GinitP) = 1 - Y g

Where!
Dris the datazst.
pi is the proporiion of element= belonging to dlass {in the dataset B
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i the mmmber of classes.

Assume e have & dateset D, D with three classes A, B, and C. The
propartions of elements belonging 1o these dasses are a¢ follows:

Class A=02

Clas B=05

Oass C=0:3

We will uze thege proportions to calculate the Gini Index.
Using the formuta:

Cini{1r) =1 E s

PRl [ R L TR

v = (A = i
[ S T R T S ez L

G =1 - arE =06

The Ginl Index for this dataset is .62 This indicates a certain Jevel of
impurity oy diversity within the dataset The closer the Gin! Index is 101
the higher the Impurity.

Entropy Is an essential concept in Information theory and is employed in
decision trees to compute the Impurity or uncertainty in a datasst. When
zppied o decision trees. entropy mmeasures the level of disorder or
randominess in the data. I assists in evaluating the attributes’ power in
digtinguishing the data into different classes. It is given mathematically as
foltows:
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Bailrigeyl 47) \_‘ Juliaiss Ly b

-

D iz the datase:
plis the proportion of elements belongine to dlass Tin the datasst D,
i i5 the mumber of classes,

Enwopy ranges from 0 to 1. Entropy of zero means our data set is
completely pure. This tells us that all examples in the data belong to same
class. On the conmary, 1 represen:s entropy which is max such thar egual
distribution of sletvents: across 20l classes. Entropy in decision trees
compiates the Information Gain, a determination of how well an ativibite
splii= the dataset into-subsets.

We'll aezumne we have 2 dataset (D) with bandwidth usaps dats, categorized
fnto three classes Low, Medium, and High usage Suppose our dataset D
shows the following proportions.

p low = .5 [50%: of the data falls into Low uszage)
p_Medium = 0.5 (30% of the dats f2ls into Medium uszage)
p_High =0.2 (20%: of the daia fzlls mro High nsage)

We can calcuiste the entropy of this datase! uzing the forruia:

Entrapy( 1] 5w bevg gy )
il

Enlropy( LN [P0 oo Loy i § b 009, LU (0 it - P O et}
Eunrropy( L) (106 b (015) + 0.3 bog, {0:3) -+ 0. 200, (10.2)

berz (L5 i
fogy(0.3) = 1387

o Y = —2. 422

Eintpopy( 43} (=5 — 05211 v4au
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Eiil bcijav i 127 [ 1RGN

Enteupy 12} = | 4855

So, the entropy for our bandwidrh estimation datasét | approsimatsly’
1.4855. This value quantifies the amount of uncertainty in our datz
regarding bandwidrh usage.

Information Gain is a method of a decision tree that quantifies a dafaset’s
entropy of impurity reduction obtained following the splitting of the datazet
based on an aitribiste, The concep! zssists identify the attribute that best
ciazzifies the data, consequently defining the dats tree development. The
woitking of Information Gain is as follows

An example of éalculating Information Gain for a clasgification problem
We'll use s simpie datasel that prediets if an inteimet cormection spead i
"High" or "Low™ based on features such as Bandwidth and Usage.

Bandwidth | Usage  Spesd

High | Low Hizh
High | High  Low
low | Low  Low
Low | High  Low
High | Low  High
Low | Low  Low
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1. (Calculate Entropy for the Whole Diataset (D)
First, we need 10 compute the sntropy for the entire datzset,
Spesrd = Highe 2
Bpeitsd = Twiez
PiHigh) = 5, Pilow) = >
i il

Ex D 2108 = + = fogs
ity £3 ] (E lg..__.l-_: b HE:E]

i
(_.:] < ~1.5a% fﬁl . -13.5:-:-5)

(=R N )
= .08
2. Celeulats Entropy-for Each Subset for Attribute "Bandwidth”
We will spiit the dataset on the "Bandwidth” attribuze which has values
"Hig_l_l"aﬂd"[m?“. Subzet: Bandwidth = High
CEygheLaonw, High), | High, High:Eou), (Highe Low. High)

Speesd = Highi: 2, Spessd = Low: 1

Friigla) B Low)

Bl b

'

1 2 2 2 1 i
Entropy{ Dhgeegu | lgl_ﬂ.':_r_.i g s 5}

ERRTY TR T
(._—!" s —ﬁ-' --1.|1}

[t 4. -1, 538)

= Mirl&
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Subset: Bandwidth = Low
(Lo, Late Low), (Low, High, Low), [ Lo, Love, Lo
Spreed = High: 0. Spead = Low: 3
Piligh) = D, PiLowl = 1
Entreipl Dy (Wl b 4 Lo, 1)
(i i) =1
3. Caleulate Information Gain
Ezirropyi )| E 'j; Exnjpropyidd, |

e L L EETET s T B

Valirs Bionclerledthiy - Hish, Low
d4 - . | ) e
(n "H.u‘li‘l}] T [F. - ”J ﬁ 2 ".‘.”"I 1 irr‘.i

bufaenbion Galn = 0LO18 < udih - 1,45

Caleulate entropy for the full dateset. calcuiate entropy for subsets when
split on "Bandwidth® (values: High, Low), calculate Information Gain by
subtraciing weighted enirapy of subsets from entropy of the full datazet. In
conclusion, the Informztion Gain when splitting our dataset on "Bandwidth”
i 0458, Thiz process can be shmilarly performed for other attributes like
"MIsage”,

In the case of classifying server computers that nesd mainienance, we
‘assume-the following table and classify itusing a Decision Tree-as follows.
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No CPU Memory Response = Maintenance
Usage (%) Usage (% Time [ms) Needed

1 25 70 250 Yez
2 30 ‘40 100 No
3 53 &0 150 No
4 ag 83 00 Yesz
3 23 35 a0 Ne
6 50 75 200 Yes
7 A5 ‘50 120 No
2 E0 85 Z40 Yes
g 35 45 110 Ne
10 75 80 260 Yes
11 50 55 170 No
12 40 50 140 No
i3 70 &5 _220 Yez
14 83 &0 310 Yez
15 25 30 a0 No
E 60 70 210 Yes
A7 50 55 160 Ne
12 B0 83 170 No
19 75 80 270 Yez
20 25 a0 310 Yeos
21 B3 &0 180 No
=2 35 45 130 e
23 o8 35 150 No
24 20 &3 300 Yes
25 50 &0 160 No
EG 63 il 210 Yes
) 45 50 120 Ne
28 80 835 230 Yez
9 40 55 140 No
20 7 £S5 22 Yes
31 23 o 310 Yos
32 25 33 a0 Ne
33 35 &8s 150 No
34 70 75 220 Yes
35 &5 &0 180 No
38 50 35 160 No
37 30 40 100 No
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No CPU Memory Response | DNaintenance
______  Usage (%) | Usage (%) | Time (ms) Needed
38 &0 70 200 Yeos
3o T 80 220 Yez
40 ES an 310 Yoz
41 55 63 170 No
42 1] 7= g Yez
43 70 80 230 Yes
44 an 85 240 Yez
45 45 35 120 No
48 50 50 150 No
|47 55 85 180 Ne

48 85 70 180 Ne
49 75 g0 260 Yoz
50 &5 ok A1G Foz
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from skieam. free import Decision TreeClassifier

from skieamumnde] geiection import train_ test split

from skleam. mefrics import confusion matrix accuracy score
from skieam.tree import export_graphviz

‘CPU Usage (%) [85. 30, 55, 90, 25, 60, 45, 80, 35, 75, 50, 40, 70, 85, 25,
B0, 50, 55, 75, 85, 65, 35, 55, 90, 50, 65, 45, 80, 40, 70, BS, 25, 55, 70, 65,
50, 30, 60, 70, 83, 55, 60, 70, 80, 45; 50, 55, 65, 75, 85,

‘Memory Usage (% [70, 40, 60, 85, 35, 75, 50, 65, 45, 80, 55, 50, 65, 90,
30, 70, 55, 65, 80, 90, 60, 45, 55, 85, 60, 75, 50, 65, 55, 65, 90, 35, 65, 75,
60, 55, 40, 70, 80, 90, 65, 75, 80, 85, 55, 50, 65, 70, 80, 90,

‘Respanss Time (ms)s [250, 100, 150,300, 99, 200, 120, 240, 110, 260,
170, 140, 220, 310, 80, 210, 160, 170, 270, 310, 180, 130, 150, 300, 160,
210, 120, 230, 140,220, 310_ 90, 150, 220, 180, 160, 100, 200, 220, 310,
170, 200, 230, 240, 120, 150, 160, 180, 260, 310],

‘Maintenance Needed® [Yes', "No’, "No', Yes', ‘No', Yer', No', Yes', No',
Yes' "Ne’, 'No', Yes', Yes', 'No', Yes', 'No', 'No', Yes', Yes', "No', 'No', No',
Yes', "No', Yes', 'No', Yes', 'No', Yes', Yes', No', No', Yes", No’, Ne', No',
Yo', "Yes', Yes', 'Ne!, 'Yes', Yo', Yes', No', "No', No', "No*, Yes', "Yes']

)

# i:mat‘mg DataFrame
df = pd.DataFrame{data)

# Separating predictors and target
predictors = didrop{'Maintenance Needed', axis=1)

target = dif'Maintenance Needed']

# Splitting the dafa inlo fraining and testing seis
nam_predmtﬂrs_ Eﬂ_p?&{ﬁﬂtnm, train_target, tesl tarpel =
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# Creating the Decision Tree model
clf = Decigion Tree(lassifier{criterion—"gini', rmndom_state=0)

# Traming the model with the training data
model = clf fit{train_predictors; train_target)

#T&Etmgﬂmmﬂdelmﬂlﬂleter;tmgdaiﬁ

cond_matrix = confusion_mainx({test target, prediciions)
acouracy = accuracy score({test farget. predictions) * 100
print{coni_mairnix)

print{*Accuracy: {accuracy:.2f} %)

Sliad—Tre rounded—Tra,

special characters— I'rue)

graph = pydotplus.graph from dot data{dot_data)
Image{graph.create_png())

# Dizplay the decision tree

graph.write png(“decision_iree.png”j
Image{filecname—"decision_tree. png”)

# Fealure Importance ]

feature mmportance = pd DataFrame( [Feature’: predictors.columns,
"Importance” model feature_imporiances )

feature_importance = festure importancesort values{by="Importance’,
ascending=Falsa)}

pltfigureffigsize=(10, §))
mhmp]nt{r‘[rrmm’!ﬂnce y—'Feature', data={ealure immoriance)

HRET INEDWOr s AOMUNESIRETONs




# Confusion Mairix Visaslization

pitfigure{figsize=(8, 6))

snsheatmap{coni matrx. annot=Troe, fimi="d", cnap="Blues",
xtickiabels—target unique(), yticklabels=target uniqua{))
pltxiabel{"Predicted’)

plt.yiabel{'Actual’)
plt.title{'Confusion Mairix’)
plt.showt)

For Instance lets consider the table below whate we would like to classify
Server commpulers fhat require mantenance, this [= how using Dedision
Tree it gets created Import neceszary librardes for dzia meanipulation
modal building and visuslisation. A Data Frame £ then crezred using the

zerver date provsded. The predictors, or feaiires 2nd the farget vanatie is
zeparated. The dam |5 divided inte 75:25 Train / test gplit. 5o, 4 Decidgion

tree mode! iz deveioped wilch uses the crterion Gind Index and rained on
twaning data. Then the mode] = tested with t=sting datz to check the
prediciions. A conhision matnix and the acotacy score of this composite
model are calculated for pedommance evaluation. The quiputis 2 confusion
matrix which tells us that the model aocurately dassified every Instance,
The accuresy is 100.00°%

il | il R

Frgure 7, Featurs [mporiance
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Comtasinn Matrix

FiTLe

L1 i
TR

Figure & Confusion Matmx

D. Regression

When t=iking about supervisad leaming, regression and dassification are
two estimation techniques mainly used for prediction of citput values
baszed oninpur data

—_— e - — - R e
D - S
detivadion = Jann’ E "/-"" 3" —r
2L R _1‘ ’
PRy L, emeer N By e oy e
mitivatii = ol § B ‘fﬁ .
g £ f“ 2 -
ulpehin = 10, 0 alpha = 1.0) ilplua = 1000

Figwre 8- MLP Regression (source from hitps://python-data-
Icence readibedocs3o/ en/iatest! mnages/nearalnenvoria pog)
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-Regression in supervized leaming is modeling a relationship between input
(independen: vanabies) and oulput (iabeled dependent variables]. The
main feature of these algonthms is to create a function that best fits certain
data peoints-and can predict the cutput value on the basis of new input
provided. Contimusous, if it is a regression probiem, to predict the prices of
houses using feanuses live house building arsz. number of rooms and
location. Some of the popular regression algarithms are linear regression,
polynomial regression and ridge regression. Oh the gther hand, we £an see
classification =5 2 problem of modeling the relationship between input
featmres (ndependent variables) and output ciastes where the pmd{mﬂn ie
a category of class. The E‘.IIgEIhE["‘L‘? identify the class or category that
will fit our own Input.

A shmiple exampie of his 15 & classification where vou are trying to predict
whether an emal & spam or not based on festures ke the 'mﬂﬂbﬂr of
certain -words and presence of atachihette in it Some the popular
‘algorithms for elasgification problems are, lone regression, d.E'r_"}E.iﬂn Tee,
randean forest, stipport vector machins, ate.

The basic difference i the type of result they predict, regression predicts a
contimious value and classification predicts categorical value. In other
words, regression is used 1o predict the continuons numerical-values buot
classification iz predicting the discrete categonies or classes. Even though
both approaches are Based on the same supervised learning techmigues
(labeled data iz used to determine a model) how they evaluate -and
measute it a8 per performiance-countst differs: Mean sousred error (MSE)
and mean sbisolute srror (MAE) are cormmonly used metries for linear
regression such 52 acmuracy, precizion, rezall / trie positive rate (TPR), F1
scofe, measires the effectiveness of dassifiers bazed on & given dataset
LEiGE vaTious paromelers mmmhﬂen@mﬂhﬂm& / fzlse negative rale
in among other methods. The target of regreszion = to bring predicted
values a= closer a5 possible with the actmal ones at a snsallest scaie We
need these maasurements of how the predictons made by cur mode! are
close or far to what sctually happened, in dassification, you care mostly
ahout the right bucksting of your input data and metrics like its accuracy
that t=li how many msEnces have been comectly predicted out of entire
per say. Recall and precision addifionally provide feedback on the model's
performance, particulariy in situations of imbalanced datasets in which.one
¢lass miight be more common than another.
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The Fi-score gives the harmonic mean of precision and recall, providing a
balance between how accurate your modeal is at identifying relevant cases
s well. Although regression and classification are both supervised leaming
tesks that use Izheled datz and relatively similsr methods for trining:
models in a machine leaming environment they can be used to achisve
different ends through different practices when it comes o predicting:
values orevaluzting outcornes. It is important to know the subtletiss zbout
these two methods In order for use them correctly when you working o
predictive modeling tasks,
Here are the commonly used aigorithms In regression and-some basic
caiculations:
1. Simple Linear Regression (OLS - Ovdinary Least Souares)
Simple linear regression Is one of the gimplest forms of Linear Regression
‘analysis. [t saeks to find the straight line {it can be shown that sach a line
mrenﬂifw_emiﬂﬁmmlmﬁ_aﬂn afmlﬁmed &Eﬁ;ﬂﬂiﬂmhﬂmfewest
suared differences between actual and predicted values, Linear regression
hag a basic formula:
i |j|| + NP

i = Dependarel warialiin

My & lirtercEat

."'| = SO0 et

s fnnesanoen varania

4 = Efin B5TTh

2. Ridpe Regression
Ridge Regression is & linesr regression method that indudes an added
penalty for the sum of the square weight In is cdst function to prevent
ovetfitting; Then It uses the L2 regularization, by adding s penaliy and sum
of sguared coefficents o our less function The formmla for ridge
regression s

A= (XXM Xy

2 = cogificients

X =pr=deior vanatie o
o = requinrization peasreier
I = {gentity matr

§ = TERpONER YEatof
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3. Laﬁm-ﬂggrﬁsinu
Lazso Regression i5 & variant of linear regression that makes use of L1
Reguiarization. This method introduces & penaity egual to the sheoluts zum
of your coefficients into our loss imeton. this can lead even some in effect
removing exactly up to 2ero seme small coefficients This makes the model
less complexand hence move intepretable, This equation represents aloss
function used in & machine leaming ceniext specifically in Lasse
regression. Ordinary Least Squares (OLS) Loss:

[

Thiz termt calculates the sum of sgusred differences between obzerved

values ¥ and predicted values ¥ aiming to minimize the prediction emors.
For L1 Penalty Temy

i
AY U

This term adds the absolite valies of the coefficients. promoting sparsity
by shrinking some coefficients to zero, thus reducing complexity with key
varizbles

iyys aicbunl Bhasrsad values

g preicles EaElnsa

1 bl e of olrraryations

Jungmest of grediciors.

:.‘_I caattichave of predciors

P réguianzalion Farametds

The mnal loss is 2 combination
Tw. )T A 18,

This: balance results in= model that's both accureie (fit e dstzwsll) 2nd
simple (avoid overfiting by penalizing large coefficients).

4. Polynomial Regression

Folynomial Regression, i 2 more sophisticated extension of simple ar
mititiple linsar regression. It has the ability fo use non dependent variable
for modeling. Simple linear regression fits 2 swaight line to the data,
wherezs polynomial thicken up curve by adding some more comples
function of independent variables in the model. This allows the mods to
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capuremors complex and nuanced reletionships in the data that would be
lost with yust 2 smaight iine. The general form for polynomial regressionis

e |I'.i" £ .'JI..I!‘ t ."F_;.r'" | T | ..q”.‘l"l 1+ I
Where

pis the depdndent varlpble
# s the independanl waribbbe:
Wy, By o A 5 ths cootlcionts

¢ Ly e s BBt
Case Study, Bandwidth Resression with Throughput. Giverithe data peints
for bandwidth () and throushput (y). Data: (x1.v1).(x2¥2).-.(xnyn)
Assums the relationship is quadratic (2Znd degres polynomizsl), Le,,
y= B+ Hxs St
Suppose we have data points
(430 A2, 0) (8. 7). (4, 20), (6,14)
To find § coefficients, we foom matrices X and Y:

X Pl Fd ) ¥ oA ¥y L dFy s A Y = HAaTING

R o i
K'X - [B a% SWIR AR JORRA I 07N
LR | w o RN
s gt | 8 240 AE 2 AR -ampel - OTH AT

LY | I w3 am AN 2 o D | e Rl AT
This represents the relationship between bandwidth and throtighput

oo 2 4 L - 0.0

3. Decigion Tres Regressar

A Decisston Tree Regressor s a siimple and sasy to understand mathod
uzed in machine leaming for prediction to mode! the difference between
expected values based on one or more features, DT s reprecented in atree
ifke datz stucture where inferma! nodes (nom leaf node) rEpresenLs
feature({decizion), branch ouicome of the decision and each leaf
node{label/target shape, value), There are few essential concepts to know
before eonstructing 2 decision tree. As we know, a tree consists of nodes
-and edzes (branches), being the root node on top with all other nodes
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ioliowed by carsful arrangement. Internal nodes maxe decisions (test ona
feature} that are followed by branches our to other intemnal or termina!
nodss. [hese nodes branch into more nodes that break off and evennially
produce binary lezafs from which the final swrput (predicied value) is
obzzined

The decision tree algorithm makes a sgimpiification of such type, taking at
each internal node the featire and threshold value to be chosen for splitting
gata into child subssts. The objectve is to spit the data in each subsat
snsuring that a large portion of outpur class have similar target value. The
typical criteria to split are reducing the mean sguared ervor (MSE) as-well
other variance measurss of vour target variable. This is & recursive process,
-applied again and zgain to each datz-subset formsd In the last split. This
process is repeatedly applisd until soms stopping condition (e-z. maximum
depth of the oee, minimbim monber of samples per node or & sulficiently
lovrvariance) are c2tisfied af each-and every subsat dats set

The iast nodes of the ree which reach after traversing is termed as leaf
node. It stores a predicted value in the lezf nodes. often this is just the mezn
target value among sampies reaching that node. Prediction of new data
point. Travel through the full rree starting from its root. making decisions
-at ezch node based on feature valuss. The zood thing about the Decision
Tree Regressors is itz ability to modsd non linear relztions berwesn feanires
‘and target elastic search table. Decision trees, in confract to linear methods;
do nict assurne 2 predefined relstionship between the foatures and can fiter
ouz (or ignore) an Imiportant feature for all other models. This sllews them
10 capiure complex patteins In the data which linear models cannot easily
da,

Also 'most of machine leaming algorithms maxke our work more biack
boxed than Decision trees. The image itself is easier on the eves and we
can see that sach decision made In our tree siructire cofresponds t0 a
vilue rather than an index. so #o confusion there. Such fransparency is
highly useful for the interpretability of = model as well as in commimieating
resulis to stakeholders wha may not pertain to an extensive tech basis

However, -a possible downside o decision tess 15 that they have a
rendency of overfiting the training datz especially when you allow zuch
ree grow way too deep To prevent overfitiing, methods like pruning
(removing branches thar provide little power to classify instances) are
helpful The Decision Tree Regressor is 2 powerfil Method for Regression
‘and hes its advaniages such 85 easy of interpretation, Aexibillty o tidy
‘alimost amy kind o data{not jest one hot features), caphiring Non Linear
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reiztionship. Nonetheless, they 'are prone to small variations in their
Training daza (and the way of sampling it) which can result in differing free
structures. Also, when the dataset & huss it might be 2 bit more
computaiionally expensive than simpler modeis:

To sum up, 2 decizion tree regressor {5 very robust and essy to interpret,
g5 it-glzo allowe us complex relationships betwesn features and target
Because it is 2 ree simucture that provides simple and understandable
decision making: as well as its ability to manage pon-inearity and
interactions, so Decision Tree can cope with many differen: problems.
Nevertnelegs. oRE N2t [0 Make gure that no overhding fakes piace and
apply proper technigques which ensures the model can generalize well on
new datz.

Cage Smudy

2. Bandwidth (X1} 200 Mbps

b. Packet Loss (X2): 1%

¢. Obsective for Predict the latency (Y).

d. Formule in 2 Decision Tree Regressor, we predict the value by dividing:
the feature space intc Tegions and predicting the mean value of data
pointsin the same region.’

Bandwidth | PacketLoss | reo 1}
(X1) (X2) Latency (Y)
100 Mbps 0.50% 50 1ms
200 Mbps 1.00% B0 ms
300 Mbps 0.50%: |  70ms
100 Mhps 1.50% | s0ne
500 Mbips 2.00% | coms
‘Decizion Tree Process:

a, ‘Split Criteria: Assume the decision tree Splits based on packet loss (X2)
atish
b. Regionz:
Region 1: Packer Loss £ 1%:
Region 2: Packet Loss = 195
Further splits can be tased on bandwidth (X1),
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UE]

. Mean Calculation for Each Region:
For Region 1 (Packet Logs = 199) Aversge Latenoy = {30 = 60 + 70)/
Z=o0ms
For Reglon 2 [Facket Loss > 134): Average [atency = (B0 +90) / 2=385
ms
d. Predicting for Given Case:
Pacleet Loss = 1% It f2lis in Region 1. Bandwidth = 200 Mbps, within
the values of Region 1 but specific bandwidth split iz not done here.
Thues, the predicted Istency for Bandwidth = 200 Mbps and Packet Loss
= 1%: iz V=60 ms. Thic simplified example-showcases how-a Dedision
Tree Regressor can partition a dataset based on features and predict
outcomes by avermging within each region.

6. Random Forest Regreszor

Random Forest Regressor & an advanced machine leamning model based
on the concepts of decision wees: The Random Forsst Regressor is a typs
of ensemble technigue that uses multiple decizion trees in order 1o achieve
higher accuracy and robustness. Specifically, when a model ie frained in
the supervised leaming context (the objective: of which i5 to map input
features toassociated target variable using labelled traming datas;. Random
Forest Regressor tekes advantage that prediction from different Decision
Tress does better avolding their own failures due izolaton guores. The
process starts by training 2 rumber of decision trees individually. Each mes
in the: collection i trained on a bootstrap version of the origing! training
data. Baggming consisiz of sampling the tramins data with replacement
tHerefore Bome points €an be repeated in a subset and others not. In this
way, every tree ol the forest-will be looking &t a separate gubisat of daia that
would lead to diversity amone trees.

Each individual decision tree in the rancdom forest miakes its prediction
based on & subset of data which it was traimed upon. In the case of a
regression t5sX where we have to predict a confimious value ai oufput
Randomn Forest Regrescor will take average predictions ffom all mdividus]
Decislen Trees, Thisaveraging function simply smooths it the predictions
and helps to address Issues such as variance of overfitting if we were 1o
instezd hist rely on one single decizion tree. Betisr non linear relationzhips
andl interaction between features . One of the maicr highlizhis or
advaniages for random: ferest regreszor. Becsuse decision tees sve not
hﬂﬁﬂfﬂﬂuﬂithﬂgﬂﬂphﬂﬂ subtle pattemns in the data. An impartant
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one is that when many decision rees ars used together ina random forest
model can: incorporale these infricate: pattens hence maxing the
cometation information mors manageable and refiable.

Moreover, Randem Forest Regressal ranks feanwre importance and states
the features which are. contributing 1o more prediction. This is useful for
interpreting the data but also feature selection and reducing each class to
only demenstrazing attributes which keaps its acouracy that in tern makes
model eagy, There some disadvantases of the Random Forest Beoressor,
even it strengths. Very computatonally expensive, especially when there
are lotsof wees and the dara set is large Nevertheless. s benafits typically
ourweigh the comyrtational coss and so it iE 2n-approach favoured by
many for regression taskes.

Inshort, Random Fores: Regressor is a supervised leaming algorithm that
ciedles an ensemble of decision oees for bDeter .and more tobust
predictions. [t reduces overfitting by taking the average of predictions from
individual trees and exploits diversity among them because different ree
may capture compiex relationships in data, It can be used for regression
probiems alse but jet us undersiand it using exampie implementations with
simple dataset to classify or predict single depenident variable as output
field (Thus implementing Random Forest Classifisr and Regressor).

Prublenj: Predict Bandwidth (Y) using Packet Loss (X) with 2 Random
Forest Ragressor

‘No | X (Packet Loss %) Y (Bandwidth in Mbps)
1 2 | 50 |
2 5 | 45
3 g | 30
4 3 48
. T i 356
Stepe for solution
2. -‘Data Splitting: Spilt the data Inte training and testing sats
Training Sst
X tain =2583
¥ irain =50.45.3048
Testing-Set
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X bogt =7
¥ otepr =35
b, Training Random Forest Regressor:
Nurier af Trees (estimators} = 10
¢. Form Trees Based on Training Set:
THee 1t
Rootnode: X €45
Lefc Y = 40 (Average of [50, 48])
Rightt ¥ = 37.5{Average of [45, 30])
Continue gimilar splits for all 10 trees
d. Make Predictions on X_test:
1ree 1 Prediction: 37.5
Tres 2 Prediction: ..
Combine predictions from each wee (average)
e. Final Prediction (¥_pred):
Y pred ={37.5 +.. +325) / 10 =26 Mbps
f. Calculats Accuracy [if needed for rodel evaltiation);
Mean Squared Ervor (MSE) = (1/n) I [V _test- Y _predj*2
MSE =(1/1) * (35 -26)h2 =1 |

The predicted bandwidth for packst loss of 756 using the Random Forest
Regressor is approximately 36 Mbps, with an MSE of 1.

7. Neural Networks

Neitia] Networks {also called artificial hetiral nistwerks) are a okazs of
machine leamning models ispired by the structure and function of the
human brain, It is 1o soiva carnplex problems by recognizing patterns with
the help of simulating hiological neuron netweorks working In 2 similar
fashion. These are multi layered models, with each layer being = sequence
of nodes called neuroma, Layers ¢an be classified Info three types such as
the inpat layer, hidden layers and oufpit iayer,
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Irput layer iz the initial (output) fayer in which the raw data wiil come from
& daraset, Each neuronin this layer is a festure oran attibute of the dataser
It is the responsibility of this laver (o pass the input daia &s it received
without any change or transformaion. whose primary job lies there and:
hence how they are referned to.

The hidden layerz are where the data is really being processed. The.
mnumber-and size of these layers can chanae acegrdine (o how complex the
probiem is, or even on your neura network architecture. For every neuron
in & hidden layer. sach of them takes input from-all the neurons present in
previous: iayers and does some operaiion on these inpuls using a
mathematical himetion when passes [t 10 successive next The How of
information in these Al models is governed by weights and biases which
‘gre nothing but numerical values ascocizted with each connection between
the neurons. Welghts are responzible for the strength and ditection of a
signal, whereas blases chift remults in combination with output from
sctivation fimctienn The aciivation contributes non-linesrity 0 the modsl
enabling it leam and caphire more intricate patterne. Common activation’
functions Here are the most popular ones such a5 Sigmold, Hyperbolle
Tangent, RelU. '

Crarput Layer is the-izst lzyer of your neural network where are begging:
will be getting result 2z Gold. This layer can have any number of neurons,
determined by the nature of your problem: For Instance, In a vt dlass
classifieation problem that have muiltiple dasses then each netron In the
outptit layer represents some class and It containe 3 mumerical value which
Iz bazically how much likely ks regpective activation fimction. In 2
regression probiem, the cutput layer Ideally has one neuron which
represents predicred value '

MNeural networks can reprezent complicate non linear reladonshipe:
between inpuis and outpufs using imiversal spproximators] making them a
very powerful tool in 2 lsrge range of applicatione They Inciuded
identification of images, sounds it teant speech recognition, thirigs ke
natural lanomge processing but alzo the ability to play games. This i part
of what makes neural natworks so powerful. Their ahility to get befterat a
task over time by learning from data. This ensbles to leam and extract the
features which are imporfant from faw data on I own, with less human
efforts for feature éngineering. Yer with great power of neural netwarks
coms certaln responsibilities,
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The most of importan conditions huge dataset Tne more compiex the
netwerk. that is to say the larger number of muning parameters in‘a neurai
network or desp learning mwodel can have impostant consequences foric It
nesds way much data-samples so as to be abie both learn and gensralize
better with' new unseen examples. In this way, the modsl would be
considered ovetfit because it models the ramng dats: o clogely withoot
genaralizing 1o new-data '

Furthermore, neursl netweorks take 2 long time to wain and need high
performance Tesources. During iraining, the weights and biases are
updated using backpropasation that computes gradisnt of loss function
‘with respeet to each weight. We need to repest this process thousands of
tirnes with pessibly millions parametar in order to minhnize loss-and get
the bes: perimmance.

Addidenslly, neural networks need to be designed and nmed with
hyperparameters such as the number of iayers ina desp leaming network
or the amount of mewrcns in each layer for example. When building =
practical network. machine leamning engineers have zlso 1o expariment
with various hyperparameters seen above such-2s number of hidden layers
-and units per laver in order for the neural network leam effectvely. Despite
neural networks kaving soms drawbacks they have heean shown to bheat aot
wraditional-approaches in several fislds. We need 1o be able 1o mods! so
that these models implement-a lesming which althotsh thelr trivislity at
first glance of the rnathematical entrles used can perfectly similate very
conmlex red processes-and In an associafive way they leam pattemis o1
Ideas from large amourts either structured Information (deep) but akso
unstructured 25 text o images Thess improvements will further the
horizon en what neural networks can uceaﬂqﬂish and how they are
implemented as our computational power becomes greater and mﬂre
acoessible, only serving to increace #iE capahillfies.

Neural Network Regression exampls to modsl the relationship between
‘avallable bandwidth and network performance metrics (packet loss, delay,
litter) using & neursl network for regression.

Steps:

1.  Get daraget from Mikrotk logs with 20 rowe of random deza
2. Sstup a neural network for regression.

-3, Train the neural network on the dataset.

4. Bvaluste the model and demonsirate the regression results.
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Bandwidth Packet Loss
(Mbps) () Delay (ms) Jitter (ms)
100 0.5 50 ‘5
150 0.8 60 8
200 1 35 7
250 1% (5] 8
300 1.5 70 9
330 1.7 75 10
400 2 8D 11
450 %32 g5 1z
500 7.5 a0 13
550 2.8 95 14
500 3 100 15
530 3.3 105 16
700 45 114 17
7al AT 1145 18
206 4 120 19
850 2 i 25 20
500 45 130 21
950 47 135 i
1000 5 140 23
1050 5.2 145 24
Setting up the Neural Network

For simplicity, ler assume 2 basic neura! network with one hidden layer.
Imput Layer : I'neuron (Bandwidzh)

Hidden Layer | Snewrons

Output Layer : 3neurons (Packet Lose Delay, litter)

Mathematical Forrmilation with input to hidden layen
h=c{W1-x+hbl)

where 1 is the hidden layer output, Wi ave the weights, X i the input
{Bandwidth), b1 is the bles. and o is the RelU activation fumction.
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Hidden Layer to Output Layen
v=Wz .h+b2

where v Is the output vector (Packet Loss, Delay, Jitter), W2 are the
weights, and b2 s the bias,

Training the Neural Network using simple logs datzser, we can train the
neural network using backpropagation and gradient descent to minimize
the loss fimetion, which in this case is the mean sguared emror [MSE).
Caicillation, Initiallee weights and biases:

W1, bl W2, b2 —random initdalization

Forward Pass

Canpute hidden layer activations

h'=of{W1 - x+b1)

Compute ourput

vy=W2-h+h2

Compute the MEE loss between predicted and actual values!

Loss=(1/N] 30=1 to N) {ypred.i - virue ij*2

Backward Pass (Gradient Descent];

Lipdate weights and biases 1o minimize Joss:

Wi —Wi1 —nd{Loss)/a(wi)

b1 b1 — n 8(Loss) /9{b1)

W2+ W2 = 9{Loss)/G{W2)

b2 — B2 — 1 8iLoss)/d(b3)

whese j is the leaming rate.

Once the neural network is trzined. we can use & to predic: the network
performance metrices for new-bandwidth values. The predicied values can
be eompared against actuzl values to evaluste the performance of the
regression modsl
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Sampie Result for Bandwidth = 700 Mbps

Actaal Pecket Loss = 3,53, Delay = 110 ms, Jitter = 17 ms
Predictad: Packet Loas = 3.4%: Delay = 112 ms Jitter = 168 ms
Comparison

- Packet Loss Actusl =3.5% Predicied =~ 3.4%

- Delzy Actual = 110 ms, Predicted = 112 ms

- Jitter: Actual = 17 ms, Predicted = 168 ms

This example demenstrezes how newal nerworks can be used for
regregsion tasks, modeling complex reletionships berween variables such
a5 available bandwidth and network performance mistrics. By tramning on a
suffictently large and representative dataset neural networks can provide
zccurate and réliable predictions, leveraging thelr ability to leam non linear
relationships '

E. Simple Case Study Model for Regression

Pretend you are & hetwork analyet and have o anslyze the relatfon of
different features on latency, Variables used in this analysis Include Packets
per Second, Average Packet Size and Active Usere The purpose is to bulld
a tegrassion modal that from theza varizables (along with others), predicis
the network latency.

The first step you make is to get 30 sampies of random data. You create
raridem dats-from 50 to 300 for packets per second aleng with other two
collming (400-1000), average packet size and active users which takes
values between the range of 1-50. You then derive thiz data and for each
satmple you esiimate lstency tging & besic regrestion equation. This
equation adde some stochasticity o mimic the real world variation
Therefore. latency is caltulated a5 10 plus (0.05 x Packets per Second) +
(.01 x Average Petleot Size) + (0.2 x Active Usare), and some random noize
together with normal distribution openzilles of the input.

Once you build your data set, then split the data Into Independant variables
[X) and dependent Vaishle {yL The predictant varizbles are packets per
second, sverape pacxet size: and active users, wiiile he target variabie Is
defined as latency. You then split thic resulting datsset Into a two part [
80% traininp dats and 20 ¥ residata ).
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The tasx-is to train this mode! guch that the prediction culput by he modst
-amd actual jatency from training data are as close a5 possible-so, it works
on minimising-a loss in prediction emror beiwesa predicted latencies and
rrue lantecies. New, vou are geoing to test vour trined model using the
tecring dara whether or not that {atency is predicred. '

For evaluating the performance of this model, you calculate both Mean
Sapared Emor (MSE) and R-squared value or ©, While MSE measmres.an
-average predicton quality of the mode!, R* describes how well vour moded
15 in comparizon 1o & basic mean average line. Your mode! spits out MSE
-and R® values that suggest it does a fantastic job of predicting on the given
inpatt set. Then, you further liustrate How the prediction came out as a plot
‘whers-actual lstency is plotted zgainst predicted latency: In this plot you
observe points closer to the idesl diagonal line which means thar modei
predictions are quite proper. You slse display the cosfficients from your
regression model, that is'how miich each variabie contrituted to latency.
A pairplo: and 2 heatmap can that help you visualize the relationships
between all variables in your data ser Pairpiot will help you to ses
refationships between two veariables and the heatmap i for showing
correlation betwesn varizbles in a mamix forre Heat map represents the
lingar relationship of each pair in such a way that it more dark: means
sronger correlation. This framework zids in understanding the reiations
betvween different parsmetesrs that-affect network performance and offers a
way-to [tme your traneport settings for lowering connection latency.
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from skleam.model selection Import train_ test_ split

from skleam linear mode! import LinearRegression

from skleam.meitrics import mean squared emor, r2_score
import matplotiib.pyplot as pit

import esabom as sne

# Creating a more complex dataset with 50 samples

dafa = {

"Packels per Second” np.random randint{50, 300, size=50),
‘Average Packet Size', np.randomrandint{400, 1000, size=50),
*Active Users": np.random.randint{1, 50, size=50),

# Generate the tarpet vanahle "Latency’ with some random noise
np.random seed{0)

data['Latency'] = 10 + 0.05 * data['Packets per Second’] + 0.01 *
daiaf'Average Packet Size] + (.2 * dafal'Active Users'] +
np.andom randn{50) * 5

# Croate a DatsFramme
df = pd. DataFrame{data)

# Digplay the first few rows of the dataset
print{dfhead())

# Separating predictors and target
X = dff[' Packets per Second', "Average Packet Size’, 'Active Users']]

y =dif'Latency’]

# oplitiing the data into traiming and testing sets
X train, X test y train y test = train test split{X y, test zize=0.2,

T} = B ety iy e - ikl ek bl o y o e R - ey & - i
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# Making predichions with the testing data
v_pred = model predict{Xtest)

# Evaluating the mode] performance
mee = mean_squared emron(y fest y pred)
r2 = r2 score{y test y pred)

print{f'Mean Squared Emor: [mse}’)
print{fR-squared: {rz}')

# Flotiing the actual vs predicied latency

pit.figure(figzize=(10, 6))

pitscaiterly test v pred, color—hlue)

pit plot{fmin{y_test), max{y_test}], [min{y_test), maxly test}], color—"red,
linestyle="—", Enewidth=2)

plixdabel('Actual 1 atency’)

pliylabel{'Predicted | aiency')

pit.tfie{'Achual vs Predicied Latency’)
pit.grid{True)
pli.show)

# Visualizing the coefficienis

coefficients = pd DataFrame{model coef | X.colimmns,
colomns—{"Coefficient])

print{coafficients)

# Pairplot io visualize relafionshipe befwesn variables

# Heatmap to show comrelation between vanables

plt.figure{figsize—(10, 6))

sns. heatmap(df. con(), annot=Tne, crnap="coolwanm’, vinin—} , vimax=1})
pit.title{"Correlation Heatmap')

pit.show()
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F. Ordinary Least Squares Regression or OLS Regression
OLS Regression is used to estimate the value for a dependens variable
obizined hased on the values of one or more independent variables: In this:
case, throughput is predieted with the help of fitter, delay, and packetloss.
OLS has heen much in vogue due to Es properties, unbiased and efficient
ssumates are acquired ¥ the assumptions of classical linear regression-are
satisfied. OLS also allows for the analysis of each independent variable's
affect ont the dependent variable, thersby contibuting to the In-depth
understanding of the factors Influencing network Throughput. Imagine, you
have besn smploved as 5 dafa analyst t© analyze the perdommance of 2
netwerk resardine some router, You have the data that contalns vahues for
throughpur, jitter, delay, and packst loss from 50 oheervations. You are to
predicl the throughput hazed on the vahies of jitter, delzy, and packet loss
using the ordinary least squares regression method.
.. Describe the basic eoncept of Ordinary Least Squsres Regression or
-simply OLS Regression.
2. Calculate the regression coefficients for variables Jitter, Delay, and
Packet Loss in predicting Thronghput:

Interpret the result of the regression.
4. Plot the artual and predicted vaives of Throushput.

Plot the relationships ameong all Independent varizbies sgainst each
other with Throughput

L

Uizing OLS Regression, it will be able 1o develop detailed information on
how much the independent variables jitter, delay, and packet loss affect
throughput, which will then assis: you i specific improvements upon their
need to perform wel within the network.

Throughput Jitter Delay | PacketLoss

718 2.5 43 3

83 1.8 30 2z

B3 3.2 &0 5

70 = a5 4

o0 La 23 1

33 4 7 6

&0 33 635 3

ST (S - T - 05

g3 1 L7 Il 39 1.5
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Throughput Jitter Delay Packet Loss
68 3 50 3
72 2.8 40 3.5
63 iB 58 52
a8 1.4 28 1.1
az 1.1 18 0.8
a8 R ia 6.5
67 33 52 4.8
77 2.4 43 ae
az 2 35 2.1
73 2.2 33 2.3
85 3.5 55 ‘4.5
60 38 B3 5.8
75 6 46 3.1
87 1.9 29 1.3
68 31 53. 4.2
81 2 3T z
a0 1.6 27 0.7
548 3.1 74 8.3
T4 2.5 38 3
86 3.4 51 AT
74 2 54 2.2
83 ¥ 3z 1.8
58 4.3 70 &
75 2.7 41 3.4
84 1.5 30 1
62 37 6o 3
T e | 44 o ]
aa 1.3 25 0.8
87 3.4 50 &
30 18 31 1.6
78 23 g 2.5
&8 3 4z 3.8
a3 1.2 2 .6
61 3.9 62 3.3
77 3, 43 ag
62 3.2 56 4.6
72 29 47 3.8
g1 1.5 24 D4
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| Throughput | Jitter Delay | PacketLoss |

| :
; 59 4 | &4 5.9
; 85 1.8 | 28 12
| TA o = | =i} 3 |
] s e % =1 I

# Impornt necessary libraries

import pandas as pd

mport statemodels formmia apl as smif
import matplotiib.pyplot as pli

import seabom as 5us

# Creating the dafaset with predefined values

data = {

Throughpuat®, [78, 85, 65, 70, 90, 55, 60, 95, 85, 68, 72, 63, 88, 02, 58. 67,

71, 82 TH, 65, 60. T3, 87, GB, 81, 90, 59, 74, 66, T2, B2, ..:E Ta, B4. 62, TO,

88, 67, BO, 76, 69. 89, 61, 77, 64, 72 91, 59, 85, T4],

*hitter: [2.5, 1.8,3.2 2.0, 1.5.4.0 3.5,1.2 1.7,3.0, 2.8 3.6, 1.4, 1.1 4.2
3.3, 24 20 22 35,38 2.6:1.9 3.1, 21 1.6, 41 25,34 272 20,43,

27, 1.5:3.7,28: 153, 34 1.8 2330 1.2 3.9 24 3.2 2.9 1.5 4.0 LG

m51=

"Delay”: [45, 30, 60, 55, 25, TO, 65, 20, 35, 50, 40, 58, 28, 18, 75, 52, 42, 36,

33, 55, 65, 40, 29, 53, 37, 27, 74, 39, 51, 34. 32, 70, 41, 30, 60, 44, 26, 50,

31,38, 48, 22 62,43, 56, 47, 24 68, 28,_39],

"Packet Loss: [3,2,5,4,1,6, 5,05, 1.5, 4,35, 52 1.1, 0.9 65,48, 3.2,
21,23, 45, 5.8, 3.1, 1.3, 42 20, 07,63, 3.0, 47, 2.2, 1.8 6.0, 3.4. 1.0,
5.0,3.3.0.8, 44, 1.6,2.5,3.9,0.6,5.3,3,6, 46, 3.8, 0.4, 5.9, 1.2, 3.1]

1

# Croate 2 DataFrame
df = pd DiataFrame(data)

¥ Dizplay the first few rows of the dafaset
print{df head{))

# Save the dataset i a CSV file for easier vimmalzation
di.to csv{'rouier daia.csv, index=False)

# Impaort siatamodels for OLS regmﬁsmn
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# Define the formula for the regression _
+# We will predict “Throughput' based on 'Jitter’, ‘Delay’, and "Packet Loss'
formmula = Throughput — Jitter + Delay + Packet | oss'

# Fit the OLS model
model = smf ols{formula=formula, data—df).fit{)

#anﬂmsmmmryd'tibemndﬂ

plt.Ggure(figsize=(10. 6))
pltscatter{dfi Throughput'], dif Predicted Throughput'], color="hiue")
Pitpiﬂ‘tﬂmm[ttﬁ"fhm.hwl'll mee{dif Throughpuij)],

plt yizbel{'Predicied Throughput?)
plt.titief*Actual vs Predicted Throughput
pit.grid{True)

plt.show()

# Visualimng the coefficents
coefficients = pd.DataFrame({model. params, columns=|{"Coelficient’])
print{co=fficients)




Based on the OLS Regression oitput, the dependent variable tobe forecast
iz Throughput whils the independent variablesare jftter, detay, and packst
los=. Qut of the regression, e developed regression equation Is given b

Throtighpiet = 99,4751 = 3.4068 * Jitter - 0.1448 * Diplay —3.07683 *
Packe: Loss

Thisis the value of the iIntercept, 99,4751, indicating that when jitter. delay,
and packet loss are zero, then the predicted throughput will be 384751, In
thiz case the coefficient for ffiter iz -3:4069. Therefore, for a one-unit
increage in fitter, tie throughput decreases by 34068 units i other varizbiez
remain constant.

The pvalue eorresponding to Jiter j5 0.010, which means that}iffer pasa
significant effect on throughpurt at2 5% level of significance. The coefficient
of delay i -0:1446; interprefing that for every one uni increase [n deizy,
keeping all the other variables constant, the value of throughput goes down
by 0,1448 unite

Meanwhile, according to Table 3, baged on the result, the p-value of delay
15 (.122, therefore. with 2 5% sigmificance. level, delay does not have a
significant effect on throughpit. The coefficlent on packet loss s -3.0763,

[
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indicating that for every one-unit increase in packe: loss, the throughput
drops: by 9.0763 units, other verizbles held constam: The p-value
-asspgriated with Packel Loss i5 0,004, nence the variabie-nas & gignificant
=ffect on Throughpur at a 3% leve!l of significance.

The models statistics show an R-squared value of 0.967. indicating that this
model will explain 86.7% of variation in throughput, based on 2 model
containing vanables such asjitter, delay, and packet loss, This model shows
-an mﬁmteﬂ H—'squared veue egual to 0.8965, indicsting s very good af
axplaining the variadon in throughput after copsiderng the rumber of
varizbles inthe model. The F-statstic value equals 455.2 with a p-value of
3.42e-34, indicating the significance of the regression model overall

The scatter plot in plots campares the aciual and predicted values of
Througnput. Apparently, the predicted valuse were very cloze to the actual
vaige, thus the regression modei is guite acourate in predicting Throughput
The pairplot has fair linesr relationships between vanables: In particular,
the ones involving Throughput with Jitter and packet joss are shong: On
the comelation heatrmap, these varizbles have 2 strong relationship

In other words, it is clezr thatjitter and paciet logs 2re major factors of
impact on throughput from the analysis, while delay does not have any
impact on threughpit ag per this model. What OLS Regression does clearly
specify is how each independent variable affects throughput, which is quite
instnmmental in making 3 correct decision toward improvement innetwork
performance. Hence, OLS Regression becomes an effective analytical tool
for learping and achieving. oplimal mefwors performance bgsed on
considered parameters,

Dama Seience Techrigues fok Beginner Neowork Adminisators— 55



fi

sl T sl

iyl ps Perelvdeg Theglgrsell

"I'
e [
I...“r -
|
..J__.-‘
| il
- L
v 4
™ Sl -
=
Rt
' ._.ﬂ'u. -
=y
& .
L
.'.,..ir
-
LI T
- \
p
.
- l--- |
. 1
T T
m L1 e = 1y [, 8 L | - L =]

antpel HsongFcet

Figure 13 Actuasl v Predicted Throughput

56— Data SGepoe TegnigQuesTor Baginnen Networs AO0Mministranors




- a
g

Figuire:13. Throughout, Jrter, Delay, Packet Lozs, Predicted Throughput

AL LU | TP

1
ML) .
(3
e
nas
T (Y
45
e
L L]
=a, I
Lt —— L
(Y
wEnleel i i

PR L M D

—

Figure 14 Comrelanon Heatmap

Dama Seience Techrigues fok Beginner Meovork Adminisators— 57



58 — Data Stiepce Techniques-for Beginner Network Admnistrators



